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The literature on how people solve moral dilemmas often focuses on situations in which individuals have to
make a decision where different moral rules are in conflict. In some of these situations, such as in footbridge
dilemmas, people have to choose between sacrificing a few people in order to save many. The present
research focuses on how people decide what to do in dilemmas involving conflicting moral rules. We propose
that the rule that is cognitively most accessible during the decision making process (e.g., “Save lives” or “Do
not kill”) will influence how people solve these moral dilemmas. Three studies are reported that indeed
demonstrate that the most accessible rule influences willingness to intervene within footbridge dilemmas.
This effect is found even when the accessibility of the rule is induced subliminally.
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Rwanda, Srebrenica, Guantanamo Bay, the nuclear bombing of
Hiroshima andNagasaki, theWar on Terror, and theMilgramexperiment,
all are examples of situations inwhich individuals had tomake a decision
in the context of conflicting moral rules. In some of these situations
decisionmakers even had to choose between sacrificing a few in order to
save many other people. For example, when faced with the massacre in
Srebrenica during the Bosnian–Serbian conflict in 1995, United Nations
commanders were confronted with the dilemma of sacrificing the life of
some (e.g., Serbian soldiers, Dutchmilitary personnel) to save the lives of
many Bosnian refugees. Arguably a similar situation arose in the War on
Terror. Decisionmakers are sometimes confrontedwith a choice between
accepting some collateral damage (e.g., lethal casualties amongst
innocent civilians) when fighting high-level terrorist leaders in order to
prevent terror attacks with potentially hundreds of lethal casualties.
Basically, those facing these dilemmas are confronted with the choice
between saving many lives at the expense of a few. In other words,
people in these dilemmas are faced with deciding between two
conflicting moral rules: “Save lives” and “Do not kill”. How this conflict
is solved is the focus of the present research. More specifically, drawing
on methodology from social cognition research we propose that the rule
that is cognitively most accessible during the decision making process
willmost influence howpeople solve thesemoral dilemmas, in particular,
footbridge dilemmas (Thomson, 1986).

Conflicting rules

Saving many at the expense of a few – choosing between the
conflicting moral rules “Saving lives” and “Do not kill” – has parallels
with the controversy between two opposite philosophical frameworks:
utilitarianism and deontology (Beauchamp, 2001). Utilitarianism and
deontology judge the moral status of acts using different perspectives
(Bartels, 2008), often leading to tension and conflict (Greene, 2007;
Greene, Nystrom, Engell, Darley, & Cohen, 2004; Hauser, 2006).

Utilitarianism states that the right act is the one producing the
greatest outcome for the greatest number of people. In this
perspective, the appropriateness of an action is determined by the
positive or negative value of consequences of acts taken, rather than
by the acts that led to them (Mill, 1861, 1998). Utilitarian moral
judgments are aimed at maximizing benefits andminimizing costs for
affected individuals by taking into account everybody's interest.
Utilitarian choices lead, by definition, to the greater good. In themoral
dilemmas mentioned at the beginning of this paper, this means
counting the number of lives saved by each alternative decision and
choosing the alternative that produces the best overall outcome
(Bartels, 2008), the alternative that results in the most lives saved.

In contrast, deontology is a moral framework stating that there is a
set of moral duties or obligations that peoplemust honor regardless of
the consequences. From a deontological perspective one must
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examine whether specific features of actions satisfy certain moral
rules. Thus, deontological principles constrain action, in that some
acts are prohibited, even when those actions would result in a better
outcome for a greater number of people (Bartels, 2008). Regarding the
moral dilemmas mentioned at the beginning of this paper, this often
means one is not allowed to sacrifice a few lives in order to save many
more (Darwall, 2003; Davis, 1993). From a deontological perspective
the satisfaction of rights and duties are viewed as more important
than are utilitarian considerations (Kant, 1785, 1959). In the present
paper, we are inspired by the broader philosophical theories about
utilitarianism and deontology, but empirically and conceptually we
restrict ourselves to a more focused examination of the influence of
two rules that may impact people's reactions to footbridge dilemmas
(Greene, 2007; Greene et al., 2004; Thomson, 1986).

In the footbridge dilemma, people are asked to imagine standing
next to another person on a footbridge that spans a railroad track. A
runaway trolley is headed for five people who will not be able to leave
the railroad track in time to avoid being overrun and killed by the
trolley. The person facing the dilemma can prevent this fromhappening,
but the only possibility to save thefive persons is to push the one person
off the footbridge onto the track below. The trolley will crash into this
person who as a result will die, but the person's body will slow down
and stop the trolley before it reaches the five others on the track.

Thus, in the footbridge dilemma the choice is between saving five
persons at the expense of killing one person or letting five die and one
survive (Greene, 2007; Greene, Sommerville, Nystrom, Darley, &
Cohen, 2001; Hauser, 2006). Decisions based on utilitarianism would
be in favor of pushing the person from the footbridge, thereby
maximizing the total utility for all affected individuals (Greene,
Morelli, Lowenberg, Nystrom, & Cohen, 2008; Ham & Van den Bos,
2010). Following this, one could argue that deciding to choose the
alternative that results in the most lives saved corresponds to a rule
prescribing “Save lives” (as many as you can) (Bartels, 2008;
Boroditsky & Prinz, 2008; Greene, 2007, 2009; Hauser, 2006; Ritov
& Baron, 1999; Waldmann & Dieterich, 2007). On the other hand, a
deontological solution to the footbridge dilemma would regard
pushing the person from the footbridge as an unacceptable violation
of rights and duties (Greene et al., 2008; Ham & Van den Bos, 2010).
Therefore, one could argue that the deontological perspective forbids
intentionally killing a person (regardless of the consequences) and
this prescription can be characterized by the rule “Do not kill” (Bartels,
2008; Boroditsky & Prinz, 2008; Greene, 2007, 2009; Hauser, 2006;
Ritov & Baron, 1999; Waldmann & Dieterich, 2007).

So in essence in footbridge dilemmas people have to choose
between two different and opposing rules (see also Greene et al.,
2004; Kurtines, 1986; Monin, Pizarro, & Beer, 2007a, 2007b).
Consequently, choosing to act for the greater good means breaking
the moral duty not to kill a person, and vice versa. Thus, in the
footbridge dilemma the utilitarian and deontological perspectives are
mutually exclusive because they cannot be satisfied at the same time
(Greene et al., 2008; Ham& Van den Bos, 2010; Tanner, Medin, & Iliev,
2008; Thomson, 1986), a situation that results in a psychological
conflict (Greene, 2007; Greene et al., 2004; Hauser, 2006).

“Saving lives” or “Not killing”

How do people react to and decide what to do in situations where
moral rules are in conflict and mutually exclusive? Whereas
traditional analyses of moral dilemmas have primarily focused on
cognitive or affective explanations (Greene et al., 2004, 2001; Greene
& Haidt, 2002; Kohlberg, 1969), closer inspection of the matter
suggests that it also could be that a difference in the cognitive
accessibility of either the rule “Save lives” or the rule “Do not kill”
influences people's willingness to intervene in footbridge dilemmas.
In addition, research suggests that footbridge dilemmas provoke
physiological processes linked to uncertainty (Greene et al., 2004).
Recent fMRI research by Greene et al. (2004, 2001) suggests that
when individuals are confronted with footbridge dilemmas, there is a
tension between cognitive and social–emotional processes at the neural
level. The authors interpret this tension as a conflict between utilitarian
and deontological perspectives (Greene et al., 2004). That is, based on
Greene et al.'s (2004) findings one could argue that when solving the
footbridge dilemma both the rule "Save lives" and the rule "Do not kill"
are often cognitively accessible. When the trolley comes hurtling down
the track and the focus is on the five persons, the rule of “Save lives”
might bemore accessible. But when the focus switches towards the one
person and one realizes that the only option to save thefive persons is to
kill the one person, then the rule “Do not kill”might well becomemore
accessible. The assumption made by Greene et al. (2004) is based on
correlational fMRI data, which cannot demonstrate a causal relationship
between the activation of different rules and the effect of activation on
the solution of the dilemmas. In other words, although this issue has
been fiercely debated and the importance of manipulating the
accessibility of utilitarian (e.g., “Save lives”) and deontological (e.g.,
“Do not kill”) rules has been acknowledged (Bartels, 2008; Tanner et al.,
2008; Waterman, 1988) previous research has not yet examined
systematically the issue of accessibility.

Furthermore, the research by Greene and colleagues has found
that the anterior cingulate cortex (ACC), a brain region associated
with cognitive conflict (Botvinick, Braver, Barch, Carter, & Cohen,
2001), shows increased activity when people have to answer
footbridge dilemmas, reflecting presumed conflict between cognitive
and social–emotional processes when answering these dilemmas.
Activation of the ACC has also been related to people's management of
their feelings of uncertainty (McGregor, Zanna, Holmes, & Spencer,
2001; Van den Bos, 2009; Van den Bos et al., 2008). Put differently,
when people have to solve footbridge dilemmas they may well
experience feelings of uncertainty: "What should I do here?" In light
of this possibility, it is very interesting to consider that research in the
tradition of social cognition has shown that judgments and decisions
with a high degree of uncertainty and ambiguity sometimes depend
on knowledge accessible to the perceiver at the time of responding
(e.g., Bruner, 1957; Higgins, 1996; Higgins & Bargh, 1987; Kay,
Wheeler, Bargh, & Ross, 2004; Srull & Wyer, 1986).

As a result of the uncertainty and ambiguity accompanying
footbridge dilemmas, we propose that the moral rule that is most
accessible during the decision making process (“Save lives” or “Do not
kill”) will influence how people solve these dilemmas. Taking a
context-sensitive perspective towards the accessibility of moral rules
and moral cognitions, we argue that which moral rule is most
accessible will then influence which alternative action is more likely
to be pursued in footbridge dilemmas. Paralleling research in social
cognition (Bargh, 1997; Bargh & Chartrand, 1999), we hypothesize
that environmental priming may lead to differential accessibility of
specific rules at any given time. When the environment or context
enhances the accessibility of the rule “Save as many people as
possible,” the “Save lives” rule will be relatively more accessible than
the “Do not kill” rule and individuals will perceive the dilemma as a
saving lives problem. They will be more likely to pursue the “saving”
course of action at the expense of the “Do not kill” course of action,
and they will save the five people at the expense of one. On the other
hand, when the “Do not kill” rule is made more accessible, this rule
will dominate the conflict and individuals will perceive the dilemma
as a problem that is about not actively killing. This will trigger the
pursuit of this course of action at the expense of “saving” and
individuals will refrain from saving five people at the cost of one.

This line of reasoning corresponds to recent work stating that a
different focus of attention can have a profound influence on how
people perceive moral dilemmas and subsequently react to them
(Bartels, 2008; Bartels & Medin, 2007; Waldmann & Dieterich, 2007).
For example, Bartels (2008) found that when moral dilemmas direct
people's attention to violations of moral rules, deontological reactions
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exert a stronger influence on judgments thanwhen people's attention is
directed to the consequences of action. After measuring individual
differences in thinking style (intuitive versus deliberative) and
manipulating the vividness (making the scenario more affect laden)
and catastrophy (expanding the number of net savings) of moral
dilemmas, Bartels (2008) found that moral rules play an important, but
context sensitive, role in moral cognition. In other words, thinking style
and whether the content of the moral dilemma under consideration
made moral rules or consequences of action more salient influenced
how people solved dilemmas. The current research builds on these
findings, but it differs in subtle but important ways from the work by
Bartels and others. We propose that increasing the accessibility of one
rule by means of situational cues can make another rule relatively less
accessible, with subsequent influence on the willingness to intervene in
moral dilemmas. Put differently, in the current research, instead of
measuring individual differences andmanipulating the content ofmoral
dilemmas, we prime normative and ethical principles, activating them
by meaningful situational cues outside of conscious awareness, and
thereby change the process of moral judgment. By doing so, we
contribute in severalways to the research literature onmoral dilemmas:
we provide more solid evidence for the idea that two normative ethical
principles govern people's responses in an important theoretical
dilemma, and we also demonstrate that priming can influence which
moral rule is more likely to be used to solve moral dilemmas.

The current research

The central idea of the current research is that decisions in footbridge
dilemmas will be influenced by which rule is most accessible during the
decision-making process. Viewingmoral rules as knowledge structures or
mental representations of appropriate behavior that effortlessly and
automatically can guide behavior in certain situations (see e.g., Aarts &
Dijksterhuis, 2003; Schank & Abelson, 1977), we argue that priming
peoplewith either a “Save lives” or a “Do not kill”moral rule should affect
willingness to intervene in footbridge dilemmas. More specifically, when
individuals are unobtrusively primed with the rule “Save lives” this rule
will becomemore accessible than the rule “Do not kill” and subsequently
these individuals will be more willing to save five persons at the expense
of one. In contrast, when individuals are primed with the rule “Do not
kill” the heightened accessibility of this rule will result in decisions that
show less willingness to save five persons at the expense of one person.

The three studies reported here examine the effects of a difference in
situational accessibility of one rule or the other on the willingness to
intervene in footbridge dilemmas.2 We manipulated accessibility both
2 To obtain an idea of the default reaction in trolley and footbridge dilemmas and
whether both rules could play a role when solving the dilemmas, we tested in a pilot
study whether the rule “Save lives” or “Do not kill” is more accessible by default in
trolley and footbridge dilemmas. After reading either the trolley or footbridge
dilemma, participants were asked several unipolar questions about their decision in
relation to the rules “Save lives” (α=.90) and “Do not kill” (α=.79). For each rule,
participants were asked whether the specific rule was decisive (1= totally not agree,
8= totally agree), important (1= totally not important, 8=very important) and
whether their decision was based on the specific rule (1=certainly not, 8=certainly).
Furthermore, bipolar items (α=.94) asked participants whether the decision followed
from, and was related to one of either rules (1=Do not kill, 8=Do save). In addition,
participants were asked whether during the decision making process the rule “Do not
kill” was more important than the rule “Save lives”, and vice versa (1=certainly not,
8=certainly). The “Do not kill” scale demonstrates that participants confronted with
the footbridge dilemma indicated that their decision was significantly more based on
the rule of “Do not kill” (M=6.18, SD=1.56) than was the case with participants who
read the trolley dilemma (M=4.46, SD=1.55), F(1, 49)=15.25, pb .001. Scores on the
“Saving lives” scale shows the opposite pattern. Participants confronted with the
footbridge dilemma indicated that their decision was significantly less based on the
rule of “Saving lives” (M=3.68, SD=1.80) than did participants who read the trolley
dilemma (M=7.25, SD=.66), F(1, 49)=86.83, pb .001. In addition, the bipolar scale
demonstrates that participants in the trolley dilemma based their decision to a
significant greater extent on the rule of “Saving lives” (M=6.77, SD=.66), whereas
participants in the footbridge dilemma were more influenced by the rule of “Do not
kill” (M=3.14, SD=1.91), F(1, 49)=73.72, pb .001.
supraliminally (Study 1 and 2) and subliminally (Study 3). To our
knowledge, the situational accessibility of normative principles has
never been manipulated in moral dilemma research by using priming
procedures from social cognition research (see, e.g., Bargh, 1997; Bargh
& Chartrand, 1999; Higgins, 1996). Thus these studies are the first to
show that normative rules can be primed outside conscious awareness
and that this can change the processes of moral judgment. In this way,
the studies reported here provide especially strong evidence for the idea
that when conflicting rules are part of moral decision making, the rule
that is more accessible, in this case as a result of priming, governs
people's responses. In this way we show that how people solve moral
dilemmas could be a result of cognitive processes that are put into
motion by features of the environment and that operate outside of
conscious awareness (Bargh & Chartrand, 1999).

We tested our hypothesis using two different moral dilemmas: the
footbridge dilemma, which has been described above, and the trolley
dilemma. In the trolley dilemma, the decision maker is standing
beside a switch alongside a railroad track. A runaway trolley is headed
for five people who will not be able to leave the railroad track in time
to avoid being overrun and killed by the trolley. Participants can
prevent this from happening by pulling the switch. However, as a
result, the trolley changes to an alternate set of tracks where it will kill
one person instead.

Research by Hauser (2006) demonstrates that individuals normally
have a greater willingness to intervene in trolley dilemmas (typically
90% think intervention is acceptable) than in footbridge dilemmas
(10% think intervention is acceptable). In other words, the “default”
reactionwithin trolley dilemmas is intervention,whereas the “default”
reaction in footbridge dilemmas is inaction. The different tendencies in
the twodilemmasmight exist because the solution in trolley dilemmas
is obvious, so that participants not only approve of intervention more
often, but also are faster in answering the question whether
intervention is appropriate in trolley dilemmas (Greene et al., 2001;
Hauser, 2006; Koenigs et al., 2007). The course of action in trolley
dilemmas is so clear that it leaves no room for doubt, causing less
likelihood that accessibility differences will affect decision makers in
these situations. This line of reasoning is supported by low activation of
the ACCwhen people respond towards trolley dilemmas, in contrast to
the heightened activity that is observed when people answer
footbridge dilemmas (Greene et al., 2004). Activation of the ACC
indicates more tension (Greene et al., 2004), but, more importantly for
the current research, also experienced uncertainty (McGregor et al.,
2001; Van den Bos, 2009; Van den Bos et al., 2008). The emotional
engagement prompted by footbridge dilemmasmakes these dilemmas
less easy to resolve and more ambiguous with respect to how to
respond to thedilemma (VandenBos et al., 2011, because in footbridge
dilemmas the choice is between alternative actions with goodmotives
for both actions (e.g., Greene, 2007; Greene et al., 2001; Hauser, 2006).
Put differently, footbridge dilemmas do not allow participants to give a
definite answer because alternative and discrepant interpretations are
possible, leading to moral incompatibilities and therefore to the
uncertain and ambiguous nature of moral issues involved (Van den
Bos, 2010). Individuals confronted with footbridge dilemmas are torn
between the consequences of taking action by intervening (“saving”)
and not taking action (“not killing”) (Haidt & Björklund, 2008; Hauser,
2006; Monin et al., 2007b). This reveals itself in slower reaction times
when participants are asked for their willingness to intervene within
footbridge dilemmas (Greene, 2009; Greene et al., 2008, 2004, 2001;
Hauser, 2006; Koenigs et al., 2007; Monin et al., 2007b). In footbridge
dilemmas people have to choose between incompatible cognitions and
options, and this leads to feelings of uncertainty and ambiguity (Van
den Bos, 2009), as indicated by a higher activation of the ACC among
other things. This further supports our idea that in footbridge
dilemmas participants may be in doubt what to do (Greene et al.,
2001; Hauser, 2006; Van den Bos, 2010; Van den Bos et al., 2011) and,
according to social cognition research, this would imply that they will



926 R. Broeders et al. / Journal of Experimental Social Psychology 47 (2011) 923–934
bemore affected by accessible subtle situational information (see, e.g.,
Higgins, 1996). The studies to be presented in this paper will examine
whether this prediction has merit. We therefore expected that
individuals in the footbridge dilemma primed with the rule “Save
lives” will have a greater willingness to intervene, compared to
individuals primedwith “Do not kill”. We expect the effects of priming
these rules to be much less pronounced in the trolley dilemma.
Study 1

Study 1 was a field experiment in which participants were primed
with either the “Save lives” or “Do not kill” rule bymeans of two open-
ended questions that asked participants to think about either rule.
Method

Participants and design
Ninety-five individuals (52 men and 43 women) participated in

the experiment.3 Participants were randomly assigned to one of the
conditions of a 2 (primed rule: “Save lives” vs. “Do not kill”)×2
(dilemma: footbridge vs. trolley) factorial design. Mean age of the
participants was 30 years and 4 months (SD=11 years, 8 months;
range 15–58 years).
Experimental procedure
People traveling by public transport were invited to participate in

the experiment. The cover story told participants that we were
interested in how people think about rules and following orders. They
were asked to read one version of a short story about a peacekeeping
mission in Congo, Africa. The different primes were introduced by
different versions of the story. The story regarding the “Saving lives”
prime was as follows:

During missions abroad soldiers have to apply to certain rules.
This is called a mandate. During a conflict in 1994 in Congo, Africa,
the mandate of the UN peace keeping force present in the country
was to use armed violence to end the conflict. As a result of
several warnings beforehand and during the conflict by the UN-
commander in chief on the spot, the Canadian lieutenant–general
Roméo Dallaire, UN-soldiers were allowed to conduct offensive
actions. They were both allowed to use their weapons to protect
the civilian population, as well as when they themselves were
attacked. The mandate was based on the principle “Save lives”.

For the “Do not kill” version participants read:

During missions abroad soldiers have to apply to certain rules.
This is called a mandate. During a conflict in 1994 in Congo, Africa,
the mandate of the UN peace keeping force present in the country
was not to use any armed violence to end the conflict. Despite
several warnings beforehand and during the conflict by the UN-
commander in chief on the spot, the Canadian lieutenant–general
Roméo Dallaire, UN-soldiers were not allowed to conduct any
offensive actions. They were only allowed to use their weapons
when they themselves were attacked. The mandate was based on
the principle “Do not kill”.

After reading the story, participants were asked two open-ended
questions. First, participants were asked to put themselves in the
position of the lieutenant–general and were asked to write down how
theywould act in line with either the “Saving lives” or the “Do not kill”
mandate. Secondly, participants were asked to think about and write
3 Gender did not interact with the hypothesis of our studies and was dropped from
analyses.
down what the specific rule, either “Saving lives” or “Do not kill”,
meant for them in their daily lives.

Subsequently, participants were asked to rate how they felt at the
moment on the 20 items of the PANAS (1=not at all, 8=very
strongly). The PANAS was included as a filler task, as well as to
determine whether the primes triggered any unwanted positive or
negative affective reaction. The PANAS consists of two subsets of
items, one measuring positive (e.g., “excitement”) and one measuring
negative (e.g., “guilt”) affect (Watson, Clark, & Tellegen, 1988). Both
subscales were averaged to form reliable scales (α's=.82 and .84,
respectively).

The PANAS was followed by asking participants to read and
respond to either the footbridge or the trolley dilemma. The
footbridge dilemma was described in the following way to our
participants:

You are standing on a footbridge crossing a railroad track. While
you are standing next to a stranger, suddenly a runaway trolley
comes hurtling down the railroad track. Further down the railroad
track five people are working and they cannot possibly leave the
railroad track in time. If the trolley proceeds on its present course
it will crash into the five railroad workers and they will be killed
in a fatal accident. The only way to save the five people is to push
this man off the bridge and into the path of the trolley. The body
of this person will break the speed of the trolley as a result of this
the trolley will stop and the five persons will survive. The person
thrown from the footbridge will certainly die.

The trolley dilemma was described by the following text:

You are standing besides the switch of a railroad track. Suddenly a
runaway trolley comes hurtling down the tracks. Further-on
down the railroad track five people are working and they cannot
possibly leave the railroad track in time. If the trolley proceeds on
its present course it will crash into the five railroad workers and
they will be killed in a fatal accident. You can save these five
people by diverting the trolley onto a different set of railroad
tracks. The different railroad track has only one person on it, into
which the trolley will crash. This person will be killed as a result of
this.

After reading the dilemma participants in all conditions were
asked the following questions about whether they would intervene in
the dilemma: “To what extent do you feel obliged to save the five
persons on the track at the cost of the one person?”, “To what extent
do you feel called upon to save the five persons?”, “To what extent do
you have the feeling to save the five persons on the track?”, “To what
extent do you feel encouraged to save the five persons on the track?”,
“To what extent do you feel moved to save the five persons on the
track?”, “To what extent do you have the urge to sacrifice the one
person in order to save the five others?”, “Do you think it is acceptable
to sacrifice the one person in order to save the five others?”, “Do you
think it is reasonable to sacrifice the one person in order to save the
five persons?”, “To what extent do you feel inhibited to sacrifice the
one person to save the five others?”, “Do you feel restrained to save
the five persons?”, “Do you feel inhibited to save the five persons on
the railroad track at the cost of one?” (1=certainly not, 7=certainly).
After recoding the last three questions, all items were averaged to
form a reliable scale indicating the willingness to intervene in the
dilemma (α=.82).

Finally, a funneled debriefing procedure modeled after the
procedure used by Chartrand and Bargh (1996) probed participants
for awareness or suspicion concerning our priming manipulation.
Participants were asked what they thought the purpose of the
experiment had been, what they thought the experiment tried to
study, whether the story about the peacekeeping force in Africa and
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subsequently answering the two open-ended questionswas related to
answering the dilemma and whether they had noticed something
special regarding the research. None of the participants indicated any
suspicion about the purpose of the experiment, nor did relate the
story about the peacekeeping force and its mandate to the decision
making task. Finally, participants were thanked for their participation
and debriefed.

Results

PANAS
To investigate the effects of our manipulations on the positive and

negative subscale scores of the PANAS, we submitted both scores to a
2×2 univariate analysis of variance (ANOVA). These analyses did not
find any effects, all F'sb1. This suggests that difference in affective
states cannot explain the findings reported here. Overall means of the
positive and negative subsets were 3.14 (SD=0.95) and 1.95
(SD=0.81), respectively.

Willingness to intervene
The scale reflecting participants' willingness to intervene in the

dilemma was submitted to a 2×2 ANOVA. The analyses yielded a
main effect of dilemma, F(1, 93)=36.61, pb .001, η2=.27, and a
significant main effect of prime, F(1, 93)=4.56, pb .04, η2=.03. In
support of our hypothesis we found the predicted interaction effect, F
(1, 93)=4.15, pb .05, η2=.03. More specifically, when responding to
the footbridge dilemma, participants who had thought about the rule
“Save lives”were more willing to intervene in the dilemma (M=4.05,
SD=1.03) than participants who had thought about the rule “Do not
kill” (M=3.31, SD=.89), F(1, 93)=5.95, pb .02, η2=.06 (see Fig. 1).
When responding to the trolley dilemma, there was no significant
difference in willingness to intervene between participants who
thought about the rule “Save lives” (M=4.76, SD=.86) and
participants who had thought about the rule “Do not kill”,
(M=4.74, SD=.63), Fb1.

Thus, as predicted, the results of Study 1 demonstrate that
individuals confronted with the footbridge dilemma and primed with
the rule “Save lives” have a greater willingness to intervene in the
dilemma than those primed with “Do not kill”. For individuals
confronted with the trolley dilemma no differences in willingness to
intervene were found between conditions that primed participants
with one rule or the other. Onepotential shortcomingof Study1may be
that the “Save” version of the short story about the mission in Congo
Fig. 1. Willingness to intervene (on a scale from 1 to 7) in footbridge and trolley
dilemmas as a function of manipulated accessibility of the rules “Saving lives” and “Do
not kill” (Study 1). Higher bars indicate greater willingness to intervene.
refers to "offensive actions" and the permissibility of using weapons.
One could argue that mentioning this might do more than just stress
savingbut alsomayhave licensed aggression. Furthermore,mentioning
the rules of “Save lives” and “Do not kill” in the context of the United
Nations can communicate something about the importance of these
twomoral rules, subsequently leading to demand characteristics. These
potential shortcomingswere eliminated in Studies 2 and3of this paper.
Study 2

Study 2 was designed to address the potential shortcomings and
replicate the results of Study 1 by using more subtle primes. In
addition, because we also wanted to know which rule (either “Save
lives” or “Do not kill”) more strongly influences the willingness to
intervene in the footbridge dilemma, we included a control condition.

According to Haidt (2001), morality concerns more complex social
stimuli than the straightforward words and visual items used in
research on automaticity. In other words, people's moral context goes
beyond simple words such as “fair” or “moral” flashed subliminally.
Therefore, in the current studies we presented different stimulus
material than that normally usedwhen priming concepts (e.g., flashing
words on a computer screen or using a scrambled-sentence task). In the
current set of studies we use stimulus materials that, we think,
represent and summarize complex ideas: symbols. Symbols represent
complex ideas in an immediate way and make the defining point of an
idea immediately salient (Carlston & Mae, 2007; Greenberg, Porteus,
Simon, Pyszczynski, & Solomon, 1995; Ortner, 1973; Weisbuch-
Remington,Mendes, Seery,&Blascovisch, 2005). Symbols communicate
ideas and beliefs together with knowledge that is associated with these
ideas (Hassin, Ferguson, Shidlovski, & Gross, 2007), such as the abstract
meanings of cultural values (e.g. morality). In other words, symbols
have the ability to automatically activate conceptions that are
associated with the given object by drawing together important and
complex beliefs in an immediatemanner (Carlston &Mae, 2007; Hassin
et al., 2007; Weisbuch-Remington et al., 2005). Furthermore, symbols
play an important function in human conduct (Hassin et al., 2007) and
are able to prime social norms (Joly & Stapel, 2009).

To find symbols that clearly represented either the rule “Save
lives” or “Do not kill” we pre-tested how several symbols were
perceived by individuals. This pre-test identified three symbols that
were most strongly associated with each rule.4 Regarding the rule
“Save lives” the pre-test pointed to the logo of the Red Cross, the
symbol of an ambulance, and an image of a lifebuoy. For the rule of
“Do not kill” the symbolsmost associatedwith the rule were the peace
logo, an image of the Ten Commandments, and the logo of the Dutch
organization “Tegen Zinloos Geweld” (Against Senseless Violence). In
the control condition we used images of a table, a chair and a wheel of
a bicycle.
4 Participants were asked questions whether they associated a symbol with either
the rule “Save lives” or “Do not kill” (1= totally disagree, 8= totally agree). For “Saving
lives” the pre-test resulted in the logo of the Red Cross (M=6.35), the symbol of an
ambulance (M=6.82) and an image of a lifebuoy (M=6.83). For “Do not kill” this
resulted in the peace-logo (M=4.78), an image of the Ten Commandments (M=5.40)
and the logo of a Dutch organization called “Tegen Zinloos Geweld” (Against Senseless
Violence) which is a ladybird (M=6.43). Furthermore, we asked bi-polar questions in
which participants had to indicate which rule they thought the image stood for, and
which rule the image was most related to (1=Do not kill, 8=Saving lives). The “Saving
lives” symbols showed the following results: the Red Cross logo (M=6.63), the
ambulance symbol (M=6.67) and the lifebuoy (M=6.98). The results for the “Do not
kill" symbols were as follows: peace-logo (M=3.28), the Ten Commandments
(M=3.00) and the “Against Senseless Violence” logo (M=2.73). When asked to make
a dichotomous choice regarding which image best fitted the moral rule 83%, 85%, and
85% respectively choose the peace-logo, image of the Ten Commandments and the
logo of “Against Senseless Violence” as best fitting the rule of “Do not kill”, whereas
100%, 95%, and 100% of the respondents respectively choose the logo of the Red Cross,
an ambulance and the life-buoy as best fitting the rule of “Saving lives”.
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Method

Participants and design
One hundred and forty-five students (58 men and 87 women) at

Utrecht University participated in the experiment, receiving €6 or
course credits. Participants were randomly assigned to one of the
conditions of a 3 (primed principle: “Save lives” vs. “Do not kill” vs.
control)×2 (dilemma: footbridge vs. trolley) factorial design.
5 To control for the influence of number of puzzles solved, we inserted the number
of solved puzzles as a covariate. We did this because we thought that solving puzzles
might lead to a qualitatively different cognitive process than when the puzzles are not
solved. Participants who actually have solved (all) the puzzles had probably more
deeply processed the symbols due to searching for a solution than did participants
who failed to come up with a solution. We argue that participants who did not solve
(all) the puzzles did not have a keen eye on the primes. Although each participant was
confronted with the solution of the puzzles, just before, during and after making the
puzzles, it could well be that participants solving the puzzles have cognitively
visualized the symbols better because they were actively looking for and found a
solution. In this way, participants who solved the puzzles could have had an advantage
regarding the influence of the subtle primes over participants who did not manage to
solve the puzzles. Without controlling for numbers of puzzles solved the most
important contrast between the “Saving” and “Not killing” primes regarding the
willingness to intervene within the footbridge dilemma condition remained
significant, F(1, 139)=6.25, pb .02. Other effects (the interaction effect and the
contrast between the “Saving lives” and “Do not kill” condition) described previously
in Study 2 were marginally significant. As noted before, the results indicated no
difference between the “Do not kill” and the control condition regarding the
willingness to intervene within the footbridge dilemma.

Fig. 2. Willingness to intervene (on a scale from 1 to 7) in footbridge and trolley
dilemmas as a function of supraliminal priming of “Saving lives”, “Do not kill”, or
“Control” symbols (Study 2). Higher bars indicate greater willingness to intervene.
Experimental procedure
Participants were invited to the laboratory to participate in several

social psychological studies. On arrival at the laboratory, participants
were led to separate cubicles, each of which contained a computer
with a screen and keyboard. Next to themonitor participants found an
envelope containing a questionnaire and a pencil. Participants were
told that all instructions were presented on the computer screen. The
computers were also used to present the stimulus materials to the
participants.

The cover story of the experiment informed participants that we
were interested in the influence of left- or right-handedness on
visual tasks. Participants were asked to solve sliding puzzles. Each
puzzle consisted of eight pieces and one empty spot. An example of
a puzzle can be found in Appendix 1. The solutions of the puzzles
were the symbols found in the pre-test to be associated with either
the “Save lives” or “Thou shall not kill” rules. The puzzles could be
solved by sliding the pieces one by one until a solution was reached,
but not longer than 6 min. Before and after each puzzle, the solution
of the puzzle (the unscrambled logo) was briefly shown to
participants, without mentioning in print or otherwise the label to
which the logo referred. During the puzzle tasks the solution was
shown in a small frame in the upper right corner of the computer
screen.

After the third puzzle, participants were asked to continue with an
ostensibly unrelated human decision making task by filling out a
questionnaire that they found in the envelope lying besides the
computer screen. This questionnaire was the same as in Study 1,
including the PANAS and the footbridge or trolley dilemma. Both
positive and negative subscales of the PANAS were again averaged to
form reliable scales (α's=.85 and .86, respectively).

The PANAS was followed by either the trolley dilemma or the
footbridge dilemma. To get an indication of the robustness of the
findings obtained in Studies 1 and 2, the dependent variables were
slightly different from those used in Study 1. Specifically, after
reading the dilemmas participants were asked the following
questions about whether they would intervene in the dilemmas:
“To what extent do you have the urge to sacrifice the one person in
order to save the five others?”, “Do you think it is acceptable to
sacrifice the one person in order to save the five others?”, “Do you
think it is reasonable to sacrifice the one person in order to save
the five persons?”, “To what extent do you feel inhibited to
sacrifice the one person to save the five others?”, “Do you feel
restrained to save the five persons?”, “Do you feel inhibited to save
the five persons on the railroad track at the cost of one?”
(1=certainly not, 7=certainly). All of these items were averaged
to form a reliable scale regarding the willingness to intervene
(α=.76).

The same funneled debriefing structure was used as in Study 1.
Participants were asked what they thought the purpose of the puzzle
task had been, whether any of the tasks they performed had been
related to each other, and whether they thought their performance on
the puzzle task might have affected their performance on the next
tasks. None of the participants indicated any suspicion regarding the
purpose of the experiment, nor did they relate the puzzle-task to the
decisionmaking task. Finally, participants were paid, thanked for their
participation, and debriefed.
Results

PANAS
To investigate the effects of our manipulations on the positive and

negative subscale scores of the PANAS, we submitted both scores to a
3×2 ANOVA. This analysis yielded a significant interaction on the
negative subscale only, F(2, 144)=3.34, pb .04, all other p'sN .05.
However, the simple effect analyses concerning the negative subscale
showed no significant difference between the different conditions
regarding the different primes, F(1, 144)=2.43, pN .09. Overall means
for the negative subscale for the trolley and footbridge dilemma were
2.03 (SD=0.77) and 2.23 (SD=0.78) respectively.

Willingness to intervene
The scale measuring willingness to intervene in the dilemmas was

submitted to a 3×2 ANOVA with number of puzzles that were solved
as a covariate.5 This yielded amain effect of dilemma, F(1, 144)=3.97,
pb .05, η2=.24, and the predicted interaction effect, F(1, 144)=3.23,
pb .05, η2=.03. Simple effect analyses showed that for participants
confronted with the footbridge dilemma a significant difference in
willingness to intervene was found between the different conditions,
F(1, 144)=3.53, pb .04, η2=.05 (see Fig. 2). Furthermore, planned
comparisons revealed that participants confrontedwith “Saving lives”
symbol puzzles were more willing to intervene in the footbridge
dilemma (M=3.38, SD=1.28) than participants confronted with “Do
not kill” puzzles (M=2.72, SD=.94), F(1, 138)=8.04, pb .01.
Moreover, participants confronted with “Saving lives” puzzles were
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more willing to intervene in the footbridge dilemma (M=3.38,
SD=1.28) than participants confronted with the control puzzles
(M=2.99, SD=.89), F(1, 138)=4.28, pb .05. Participants in the
control condition and participants confronted with “Do not kill”
puzzles did not differ in their willingness to intervene, Fb1.
Furthermore, no significant difference in the willingness to intervene
between the different priming conditions was found for participants
who read the trolley dilemma, F(1, 144)=1.89 pN .15, η2=.02.

Thus, the rule of “Save lives” and not the rule of “Do not kill” seems
to be responsible for the interaction effect. This is important because
several researchers in the moral judgment literature have argued
that for the footbridge dilemma "Do not kill" is prepotent (Fischer &
Ravizza, 1992; Greene, 2007; Greene et al., 2004, 2001; Petrinovich &
O'Neill, 1996; Petrinovich, O'Neill, & Jorgensen, 1993). The results of
Study 2, however, demonstrate that participants who are primed
with the rule “Save lives” are more willing to intervene in footbridge
dilemmas than participants who are primed with the rule “Do not
kill” or with neutral control primes, thereby showing that the
prepotency of “Do not kill” is less evident. In the General discussion
we return to this finding and the implications it may have for the
understanding of the exact nature of the moral decision making
process.

Study 3

The results of Study 2 demonstrate that when participants are
primed with the rule “Save lives” they are more willing to intervene in
footbridge dilemmas than are participants who are primed with the
rule of “Do not kill” or with neutral control primes. Furthermore, the
“Save lives” rule seems to drive the effect in footbridge dilemmas. For
participants confrontedwith trolley dilemmasno significant difference
inwillingness to intervene is found between primingwith either “Save
lives” or “Do not kill”.

In order to exclude the possibility that people had become conscious
of the symbols used as primes and that they then adopted a conscious
strategy when responding or that they were reacting to demand
characteristics, Study 3 tried to replicate the findings of Study 2 by
presenting the primes subliminally using a parafoveal priming task. To
make sure that the primed stimuli were presented outside of
participants' perceptual field and therefore outside their conscious
awareness, participants in Study 3 first performed a parafoveal-priming
task modeled after the task used by Custers and Aarts (2007b). In this
procedure, stimuli are presented in the parafoveal field (i.e., outside the
most sensitive part of the retina), where information cannot be
consciously perceived at short presentation times (for further details,
see Chartrand & Bargh, 1996).

Method

Participants and design
Ninety-one students (39 males and 52 females) from Utrecht

University participated in the experiment, receiving €6 or course
credits. Participants were randomly assigned to one of the conditions
of a 2 (prime: “Do not kill” vs. “Saving lives”)×2 (dilemma: trolley vs.
footbridge) factorial design.

Experimental procedure
Participants were invited to the laboratory to participate in several

social psychological studies. On arrival at the laboratory, participants
were led to separate cubicles, each of which contained a computer,
with a 100-Hz computer screen and a keyboard. Participants were
told that all instructions would be presented on the computer screen.
The computers were also used to present the stimulus material.

Participants were told that they would participate in a series of
unrelated studies. The cover story informed participants that we were
interested in the influence of left- and right handedness on eye-hand
coordination when people react on events happening in their
environment. We explained to the participants that arrows would
appear just above the center of their computer screens. These arrows
would be presented very briefly and at unpredictable times.
Participants were asked to indicate to which direction an arrow
pointed, using the “z” key to indicate that the arrow pointed left and
the “/” key to indicate that the arrow pointed to the right. The
rationale for adding this task to a normal parafoveal priming task is
that the earlier versions of parafoveal priming tasks sometimes are
criticized because it remains possible for participants to consciously
perceive the primes if they keep attending to one of the corners of the
screen. By adding a task (responding to left or right arrows) that
requires people to attend to the middle of the screen this possibility is
minimized. A fixation point consisting of three X'ses was continuously
presented in the center of the screen. Participants were told that
because of the unpredictable timing of the appearance of the arrows
the best way to detect the direction of the arrows was for them to
keep their eyes on the fixation point at all times. Furthermore,
participants learned that the arrows would be accompanied by very
short flashes that would appear on the screen at unpredictable
locations and times. In fact these flashes consisted of the images we
used in Study 2.

The images would appear in one of the four corners of the screen.
The four corners corresponded with the parafoveal locations on the
screen, that is outside people's visual field and therefore outside
people's conscious awareness. The images were flashed at one of four
parafoveal locations on the screen for 20 ms, immediately followed by
a 100-ms masking picture of a blue and white whirlwind. Participants
were told that these flashes were used to distract them from their
main task, which was to decide which direction the arrows pointed at.
The participants were advised not to take notice of the flashes and
concentrate on the fixation point to improve the accuracy in deciding
which direction the arrows were pointing at. Participants were given
12 practice trials to become familiar with the procedure. The images
used during these practice trials were the images used in the control
condition in Study 2. In the experimental conditions, the images
related to either “Saving lives” or “Do not kill” (see Study 2) were
primed randomly on all four parafoveal locations on the screen on 75
trials in total.

Following the parafoveal-priming task, a new and unrelated task
started in which participants were asked to fill in a questionnaire that
measured how they felt at that moment. This task consisted of the
PANAS and was included as a filler task and to determine whether the
primes triggered anyunwanted positive or negative affective reactions.
Both positive and negative subscales were averaged to form reliable
scales (α's=.89 and .92 respectively). After the PANAS participants
were told that a new and ostensibly unrelated task would be uploaded
on the screen. This task introduced either the footbridge or trolley
dilemma to our participants. After reading one of the two dilemmas,
participants were asked questions about whether they would
intervene in the dilemma. The items used were the same items as
used in Study 2 and were averaged to form a reliable scale indicating
the willingness to intervene (α=.72).

Finally, a funneled debriefing procedure was used to ensure that
participants were not aware of the priming stimuli (Chartrand &
Bargh, 1996; Stapel, Koomen, & Ruys, 2002). Participants were asked
what they thought the purpose of the arrow-task had been, whether
any of the tasks participants performed had been related to each
other, whether they thought their performance on the arrow task
might have affected their performance on the next tasks and what
they thought the content of the flashes during the arrow task had
been. Finally, participants were presented with the specific primes
used in the study together with other images. They were told that
during the trials one of these images had been presented very briefly
(in the flashes) on the screen. Participants were asked to indicate
which of the images they thought had been flashed on the screen.
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More than one image could be chosen. Finally, participants were paid,
thanked for their participation, and debriefed.

Although participants reported sometimes having seen flashes on
the screen, they also reported they did not take notice of them
because the main purpose of the task was to decide in which direction
the arrows pointed. As instructed, they kept focusing on the arrows.
Furthermore, even thoughmost participants reported having seen the
mask (the whirlwind), not one participant identified the specific
contents of the specific “Saving lives” and “Do not kill” primes. In
addition, none of the participants mentioned thinking that the
priming task and the moral dilemma task were related. Therefore,
we can safely conclude that the priming stimuli were successfully
presented outside of participants' awareness, that the experiment was
successful in not unveiling its real purpose because participants did
not connect the arrow task to the moral dilemmas.

Results

PANAS
To investigate the effects of our manipulations on the positive and

negative subscale scores of the PANAS, we submitted both scores to a
2×2 ANOVA. This analysis did not find anymain or interaction effects,
all Fsb1. This suggests that differences in affective states cannot
explain the findings reported here. The overall means of the positive
and negative subsets were 4.06 (SD=0.96) and 2.03 (SD=0.95),
respectively.

Willingness to intervene
Willingness to intervene was submitted to a 2×2 ANOVA. This

yielded a main effect of dilemma, F(1, 90)=27.26, pb .001, η2=.23,
and the predicted interaction effect, F(1, 90)=4.70, pb .04, η2=.05.
More specifically, for the footbridge dilemma participants primed
with symbols associated with the rule “Save lives” were more willing
to intervene in the dilemma (M=3.88, SD=1.37) than were
participants primed with symbols associated with the rule “Do not
kill” (M=3.09, SD=1.04), F(1, 90)=4.06, pb .05, η2=.04 (see Fig. 3).
In the trolley dilemma condition, no significant difference in
willingness to intervene was found between participants primed
with symbols associated with the rule “Save lives” (M=4.59,
SD=1.11) and participants primed with symbols associated with
the rule “Do not kill”, (M=4.82, SD=0.87), Fb1.

Thus, consistent with and extending the results of Studies 1 and 2
the findings of Study 3 demonstrate that individuals confronted with
footbridge dilemmas and primed, this time subliminally, with the rule
of “Save lives”were more willing to intervene than those primed with
Fig. 3. Willingness to intervene (on a scale from 1 to 7) in footbridge and trolley
dilemmas as a function of subliminal priming of “Saving lives” and “Do not kill” symbols
(Study 3). Higher bars indicate greater willingness to intervene.
the rule of “Do not kill”. For individuals confronted with a trolley
dilemma no significant difference in willingness to intervene was
found between priming with either “Do not kill” or “Save lives”.

General discussion

Taken together, the findings of the three studies presented here
strongly suggest that the rule that is most accessible during the
decisionmaking process, either “Save lives” or “Do not kill”, influences
how people solve footbridge dilemmas. Study 1 showed that making
accessible the rule “Save lives” resulted in a greater willingness to
intervene than did making accessible the rule “Do not kill”. Study 2
replicates and extends these findings by using symbols that represent
the respective moral rules as subtle situational cues. Study 2
demonstrated that when the rule “Save lives” was primed by
presenting related symbols supraliminal, individuals in footbridge
dilemmas again showed a greater willingness to intervene than when
symbols regarding “Do not kill” or neutral symbols were presented.

In Study 3 priming the rule “Save lives” again resulted in a greater
willingness to intervene in footbridge dilemmas than did priming the
rule “Do not kill”, this time by presenting symbols related to the
specific rules parafovealy. This suggests that the moral rules studied
here can be activated subliminally and could influence the decisions
that participants make in moral dilemmas outside their conscious
awareness. This might explain why there is often dissociation
between moral judgments and the reasoning about these judgments
based on explicitly understood rules (Hauser, Cushman, Young, Jin, &
Mikhail, 2007). The results of Study 3 suggest that the use of moral
rules during the decision making process can be unconscious and that
therefore people often cannot verbalize how their decisions are linked
to specific rules.

In all three of our studies we found that trolley dilemmas did not
yield reliable effects of our priming with either “Do not kill” or “Save
lives”. This finding corroborates our suggestion that as a consequence
of the lack of ambiguity and absence of feelings of uncertainty in
trolley dilemmas people are less easily influenced by extraneous
information in the trolley situation (Van den Bos et al., 2011).

In the introduction of the current paper the rule “Save lives” is
associated with a deontological perspective while the rule “Do not
kill” is associated with a utilitarian perspective on how to respond to
moral dilemmas. This being said, we want to emphasize that we do
not mean to assert that the rule "Save lives" indeed is related in a
straightforward fashion to utilitarianism, or that the rule "Do not kill"
is based entirely on deontological morality. We are not insisting that
the rules in question necessarily meet all criteria that philosophers
would use for categorizing a rule as either deontological or utilitarian.
Because in the present paper we are interested in how people solve
moral dilemmas in which they have to choose between sacrificing one
person in order to save five others, we did not use the conventional
philosophical definitions. Taking this into account, we believe that the
way the rules “Save lives” and “Do not kill” are operationalized in the
specific experimental context of footbridge or trolley dilemmas
captures the essential question we want to answer in the current
research and thus for the purpose of the present paper is justified.

The main dependent variables we have used in our research are
different from those that are typically used in other moral dilemma
research. Our dependent variables are quite different from "right/
wrong" judgments, or even from a prescriptive judgment of what one
shoulddo. The rationale for using the interval-levelmeasuresweused in
our studies was that we studied effects of rather subtle manipulations.
We reasoned that interval-level variables assessing willingness to
intervene would be sensitive enough to tap the effects of these subtle
manipulations. After all, we anticipated that only one of the four cells
would differ: we expected that participants who were primed with the
rule of “Save lives” and confronted with the footbridge dilemma would
show an effect relative to participants in the other three conditions.
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Using a dichotomous measure ("right/wrong") to test this effect might
not have constituted a sufficiently sensitive measure of the effects
studied here, as there might not have been enough variance on such a
measure. For this reason we decided to assess willingness to intervene
using an interval scale. Admittedly, the items used to measure the
willingness to intervene in the current research might arguably have
differentially captured "kill" and "save" inclinations. Acknowledging
this possibility we tested this idea with factor analyses of the items on
each of the three scalesmeasuring thewillingness to intervene. None of
these three factor analyses provided evidence for two underlying
dimensions related to “save” and “kill”.

Having said this, we propose that the current findings support of a
new perspective on how moral judgments are formed. In addition to
perspectives that characterize theway people formmoral judgments as
“moral reasoning” (e.g., Kohlberg, 1969; Monin et al., 2007a, 2007b;
Nichols & Mallon, 2006; Piaget, 1932/1975; Pizarro & Bloom, 2003;
Turiel, 1983) and as “affective intuitions” (e.g., Haidt, 2001; Kagan,
1984; Wilson, 1993), and supplementing the dual-process perspective
(Greene et al., 2001) which argues that both reasoning and affective
intuition play crucial roles, the current findings suggest that people also
make moral decisions as a result of which rule is most accessible
cognitively at the time of deciding. So, perhaps not only conscious
deliberation (see the moral reasoning approach), fast affective
processes (see the moral intuition approach) or a combination of the
two (see the dual-process approach) affect moral judgments, but also
which rule is most (unconsciously) accessible when people are making
the judgment. This is in line with recent research showing that
unconscious processes, such as unconscious thinking, can influence
moral decisions (Ham & Van den Bos, 2010). Future research might do
well to more fully explore the implications of this additional
perspective on the social psychology of moral judgments.

In addition, we propose that the current findings open up several
important avenues of future research if we are to understand the
exact nature of the decision making process within moral dilemmas.
The findings presented here are a first step in uncovering some new
processes underlying decision making in moral dilemmas. The next
step is to integrate theories and findings from other fields of research,
for example the literature on goals. We would argue that activating
conflicting rules may be profitably viewed as activating conflicting
goals. The morality literature tells us that in moral dilemmas people
have to choose between different actions with good motives for each
of the actions involved (e.g., Beauchamp, 2001; Greene et al., 2001).
Thus, although people in footbridge dilemmas have to choose
between “Saving lives” and “Not killing” it can be argued that both
are desirable alternatives and therefore people are motivated to
pursue both courses of action. This motivational aspect of footbridge
dilemmas points towards the activation of competing goals (Förster,
Liberman, & Friedman, 2007). Therefore, recent advances in research
on goals seem highly relevant for research on moral decision making.

More specifically, we know from the goal literature that peoplewill
pursue a goal when that goal is desirable (Bargh, Gollwitzer, Lee-Chai,
Barndollar, & Troetschel, 2001; Custers & Aarts, 2005, 2007a).
Furthermore, research has shown that for goal pursuit to occur the
goal concept has to be accessible (Bargh et al., 2001). Also, research on
goals shows that conflicting goals can be activated simultaneously, by
means of environmental priming (Kruglanski et al., 2005), and can
compete with each other for mental resources (Bargh et al., 2001;
Bargh & Barndollar, 1996; Bargh & Gollwitzer, 1994; Kruglanski et al.,
2005). When goals are in conflict, increased accessibility for any given
focal goal results in this most accessible focal goal having stronger
impact onbehavior thandoother less accessible goals (Aarts, Custers, &
Holland, 2007; Bargh&Barndollar, 1996; Shah, Friedman,&Kruglanski,
2002). Our line of reasoning put forward in the introduction of the
current research has parallels with the goal perspective, and future
research could investigate whether moral dilemmas actually are goal
conflict situations.
Taking this line of reasoning a bit further, moral dilemmas could be
interpreted as hierarchically ordered goal conflicts in which one must,
for example, kill in order to save. Future researchbuildingon thefindings
presented here might explore the implications of action identification
theory (Vallacher &Wegner, 1987;Wegner &Vallacher, 1986) formoral
dilemmas. According to action identification theory actions can be
identified in many ways, resulting in a hierarchical arrangement of an
action's various identities. Lower level representations in this action
identification hierarchy convey the means by which the action is
performed, whereas higher level representations convey amore general
understanding of the action focusing on the ends of the action (Trope &
Liberman, 2003; Vallacher &Wegner, 1987;Wegner & Vallacher, 1986).
It has been suggested that actions can be presented in terms of
superordinate and subordinate goals (Liberman & Trope, 1998; Trope &
Liberman, 2003). From this perspective of goal hierarchies one could
argue that the action of intervention in footbridge dilemmas can be
identified at a higher level as ‘saving’when one focuses on the ends, for
example the greater good. Focusing on the means of intervention at a
lower level this action would be identified as “pushing the one person”.
In other words, because in footbridge dilemmas “Saving lives” is
conducive for the greater good, one could argue that this goal is higher
in the goal hierarchy than is “Do not kill”.

In addition, recent research has demonstrated the association
between affect and level of focus. Anxiety facilitates local processing
(Derryberry & Reed, 1998), whereas happiness directs attention to
global processing (Basso, Schefft, Ris, & Dember, 1996; Gasper & Clore,
2002). A positive mood allows people to distance themselves
psychologically from the situation resulting in a broader perspective,
seeing the big picture (Bar-Anan, Liberman, & Trope, 2006; Liberman,
Sagristano, & Trope, 2002; Trope & Liberman, 2003). From research on
footbridge dilemmasweknowthatnegative (Greene et al., 2004, 2001)
and positive affect (Valdesolo & DeSteno, 2006) can play a role when
solving this dilemma. Recent research by Valdesolo and DeSteno
(2006) demonstrated that participants primed with positive affect
were subsequently more willing to intervene in the footbridge
dilemma. Positive affect results in a more holistic, global mindset as a
result ofwhich people see the bigger picture,which is the greater good.
In other words, people focus on the goal higher in the hierarchy:
“Saving lives”. Therefore people are more willing to intervene.
Furthermore, Greene (2009) states that the footbridge dilemma elicits
a negative emotional response leading to deontological judgments. Put
differently, negative affect results in local processing focusing on the
concrete situation, in a focus on the here and now. That is it focuses the
judgment on the means of stopping the trolley: pushing the person on
the footbridge. Therefore the goal of "Not killing" becomes more
accessible and people refrain from intervention. Future research that
combines insights from the goal literature with theoretical insights on
morality could improve our understanding of the processes underlying
moral decision making. In this way research on morality could profit
greatly from using the goal perspective.

Future researchmight also investigate another idea stemming from
the default response that people have regarding footbridge dilemmas:
intervention inertia. Note that the results of Study 2 demonstrate that
participants who are primed with the rule of “Save lives” are more
willing to intervene in a footbridge dilemma than participants who are
primedwith the rule of “Donot kill” orwithneutral control primes. Our
findings suggest that making accessible the rule “Save lives” drives the
effect.We think that this seems to suggest that people primedwith the
rule “Save lives” show less behavioral inhibition. Priming “Save lives”
has a positive influence on the willingness to intervene relative to
priming with the rule “Do not kill”. It seems that participants primed
with “Save lives” were more ‘activated’ to intervene in the footbridge
dilemma than participants primed with “Do not kill” or those who
were not primed with anything. Although speculative, this line of
reasoning is in correspondence with recent research showing that
people feel inhibited when they are confronted with moral dilemmas
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and that lowering this inhibition leads to a greater willingness to
intervene in these dilemmas (Broeders, Van den Bos & Müller, 2011;
Van den Bos, 2010; Van den Bos et al., 2011). In other words, making
more accessible the rule “Save lives” leads to less behavioral inhibition
and therefore a greater willingness to intervene, compared to the rule
“Do not kill”. Future research would do well to explore more fully the
implications of the influence of the concept of inhibition on the social
psychology ofmoral judgments and its implications for uncovering the
exact nature of the decision making process.

Future research might also investigate the exact influence of the
primes used in the current studies, especially the primes associated
with “Saving lives”. That is, it can be argued that the "Saving lives"
primes used in the current research were a little more action-prone as
they may have been behavior primes. More specifically, the
ambulance prime that we used is relatively action-prone because an
ambulance is a fast car when called for duty; likewise, the buoy prime
that we used can be considered action-prone because a buoy is
something you throw when helping somebody in need. In contrast, it
can be argued that the "Do not kill" primes that we used were
relatively less action-prone (e.g., the peace logo). It could thus be
argued that the "Saving lives" primes we used invoked a general
action/approach tendency. This noted, one can also argue that all
participants of Study 2 were primed with action as a result of the
puzzle task used in that study in which in all conditions participants
were busy with moving pieces of stimulus materials on their
computer screens, and in this study we still found a significant
difference in willingness to intervene between the “Saving lives” and
“Do not kill” primes. Future studies couldmore thoroughly investigate
whether the “Saving lives” primes aremore action-prone compared to
the “Do not kill” primes.

For future research it might be interesting to connect our findings
to prospect theory and gain/loss framings. The classic example of
framing effects involves the Asian disease problem, in which
participants are told that an outbreak of a disease threatens to kill
600 people (Tversky & Kahneman, 1981). People are asked to choose
between a risky option and a certain option that both have the same
expected value. Additionally, this problem is either framed in terms of
gains (the outcomes are described in terms of the numbers of lives
saved) or in terms of losses (in terms of lives lost). The common
finding is that people choose the certain option when the problem is
framed in terms of gains, but choose the risky option when the
problem is framed in terms of losses (for reviews, see Kühberger,
1998; Rothman & Salovey, 1997). Furthermore, recent research has
found that people with protected values (i.e., values that are shielded
against a trade-off against any other (economic) value no matter how
large the benefits of this trade-off (thus making these values
comparable to deontological rules; Baron & Spranca, 1997) are
insensitive to the framing of outcomes (Tanner & Medin, 2004).
Following this, one could argue that people primed with the rule “Do
not kill” will not be sensitive to framing effects, whereas people
primed with the moral rule of “Saving lives” will be sensitive to
framing effects. Future studies could explore the impact of the primes
used in the current research with dilemmas and decisions from the
judgment and decision making literatures.

Conclusions

To return to the findings presented here, the current research
broadens our insight into how people solve moral dilemmas. Our data
suggest that the philosophical frameworks (utilitarianism and
deontology) that are assumed to play a role in moral decision making
according to the morality literature indeed seem to influence the
decision making process within moral dilemmas. At least, rules that
are associated with and inspired by these different moral perspectives
influence the willingness to intervene in certain moral dilemmas. This
influence even can take place outside people's awareness by priming
symbols associated with rules related to these frameworks as subtle
situational cues. Based on our pre-test and the findings of Studies 1–3
we believe that symbols can activate specific rules, such as “Saving
lives” or “Do not kill”. Our findings demonstrate that which rule is
most accessible during the decision making process subsequently
influences the willingness to intervene and the outcome of footbridge
dilemmas. As a result of priming the rule “Save lives” a utilitarian
perspective is more accessible and therefore people are directed
towards saving lives and subsequently show a bigger willingness to
intervene. In contrast, priming the rule “Do not kill” leads to the
default reaction within footbridge dilemmas: intervention inertia.

On a final note, we believe the current research adds a new
perspective on how people solve moral dilemmas in which certain
rules are in conflict. Apparently the accessibility of any specific rules
over and above the accessibility of rival alternative rules can have an
impact on how people solve moral dilemmas. This difference in
accessibility can be a result of situational cues. We are not saying that
pursuing one or the other rule is better or worse. We are only saying
that the moral perspective with which individuals enter the decision
making process matters. For the people who are the target of the
decision making process in moral dilemmas, which moral perspective
is activated in those making the decisions arguably matters a lot.

Appendix 1

An example of a scrambled version and solution of the symbols
used in the sliding puzzle task in Study 2. This example uses the logo
of the International Red Cross, and was part of the “Saving lives”
manipulation.
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